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Fig. 1 Example room used for evaluation of the Virtual Window Shader as seen from different camera views 
 

1. Abstract 
 
The feature film “Big Hero 6” is set in a fictional city with 
numerous scenes encompassing hundreds of buildings. The 
objects visible inside the windows, especially during nighttime, 
play a vital role in portraying the realism of the scene. 
Unfortunately, it can be expensive to individually model each 
room in every building. Thus, the production team needed a way 
to render building interiors with reasonable parallax effects, 
without adding geometry in an already large scene. This paper 
describes a novel building interior visualization system using a 
Virtual Window Shader (Shader) written for a ray-traced global 
illumination (GI) multi-bounce renderer [Eisenacher et al. 2013]. 
The Shader efficiently creates an illusion of geometry and light 
sources inside building windows using only pre-baked textures. 
 
CR Categories: I.3.7 [Computer Graphics]: Three-Dimensional 
Graphics and Realism;  I.6.m [Simulation And Modeling]: 
Miscellaneous; Game; Production Pipeline; Rendering; Building 
Interior Visualization. 
 
Keywords: shader, global illumination, building interior 
visualization, parallax mapping, texture mapping, volume 
rendering, depth, pre-baked textures. 
 
2. Introduction 
 
Large urban environments present a challenge in terms of size and 
detail. Most are too big to add geometry for the interiors of the 
buildings, while maintaining reasonable scene complexity. In the 
past, various techniques to visualize interiors of buildings have 
been used to avoid the need to model them in their entirety 
[Seymour 2005; Seymour 2012]. 
 
Since early developments in texture mapping [Catmull 1974], 
various techniques have been used to add details to geometry 
including: bump maps [Blinn 1978], normal maps and 
displacement maps [Oliveira et al. 2000]. To address the change 
in perspective and show correct parallax, a displacement map can 
emulate the actual geometry using depth values. However, as 
mentioned by van Dongen [2008], displacement maps do not 
support texturing surfaces perpendicular to the original polygon, 
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which can lead to texture stretching. An efficient method for 
adding detail to geometry, parallax mapping, introduced by 
Kaneko et al. [2001] and further extended by Welsh [2004], 
suffers from undesirable distortion as a result of its 
approximation. 
 
Like the Interior Mapping algorithm [van Dongen 2008], the 
Shader can be used on procedurally-generated buildings such as 
those mentioned in Instant Architecture [Wonka et al. 2003] and 
Procedural Modeling of Buildings [Muller et al. 2006]. Since 
many of these building systems do not generate interior geometry, 
the Shader can be used to add virtual interiors without adding 
more geometry. Furthermore, the Shader can also handle cases of 
windows at the corners of buildings. 
 
The Shader provides user control by allowing the artist to define, 
for each building, which virtual interior applies to which window. 
In addition, the artist has the ability to create interior views that 
appear to span multiple windows of the same room. The Shader 
uses emissive textures, allowing the artist to bake-out individual 
light sources in the room which can affect the surrounding 
environment.  
 
3. The Objective 
 
The objective of the Shader is to: 

1. reduce the work of modeling individual rooms.  
2. significantly reduce the amount of geometry that needs 

to be rendered. 
3. create the illusion of a high-quality, furnished, and 

potentially-lit room that holds up to parallax. 
4. provide a large degree of artistic freedom. 

 
4. Implementation 
 
4.1 Rendering Virtual Rooms 
 
The Shader can be applied to a simple plane signifying the 
window opening. From the dimensions of the plane and artist-
provided attributes, the Shader constructs a virtual room with the 
plane of the window as one side.  
 
For each camera-ray hit on the window plane, the ray direction is 
noted and the ray is extended until it intersects one of the five 
virtual walls of the room. Upon intersection, the x,y,z coordinates 
of the intersection point are converted to texture-coordinates by 
finding the relative location of the point with respect to the plane 
(or wall) on which it lies. The textures corresponding to the 
intersected wall are indexed using these texture-coordinates and 
the resulting color is returned as the value at the hit point on the 
window plane. Since the room is a virtual cube, a single ray 
entering the interior of a building can hit only one of the five 



virtual walls of the room. The intersection point of the extended 
ray and the virtual wall is found by a method similar to the 
closest-intersection-value method done by van Dongen [2008].  
 
Since the Shader takes the view direction into consideration to 
calculate the color value for each pixel, the resulting rooms 
maintain correct perspective. This remains true when rendering 
stereo images for the 3D version of the movie as well. 
 
4.2 Rendering Room Objects 
 
The objects in the room, including furniture and animated 
characters, play a vital role in the realistic appearance of a 
building, especially when in proximity to the camera. To add 
visual complexity without adding actual geometry, the area in the 
virtual room is divided into slices parallel to the plane of the 
window. Each slice has a texture representing the contents of the 
virtual volume and an alpha texture for opacity. Every camera-ray 
hit on the window plane is extended and the resultant color from 
each slice at the intersection point with the extended ray is 
composited together to get the final color of the pixel. Fig. 2 
shows a visual representation of the process similar to the 
volume-rendering methods highlighted by Drebin et al. [1988] 
and the image-order technique described by Šrámek [2006]. Also, 
since geometry is represented by mipmapped textures, it can be 
easily filtered for wide-diameter rays, avoiding aliasing from high 
frequency geometry. 

The textures used on each slice can be generated from painted 
images or can be rendered ahead of time from a separate scene. 
The slice textures can then substitute for the room contents. Even 
large number of objects or characters can be included without 
increasing the render time. The artist can provide different 
textures for every frame to create animation using the Shader. 
Thus, the Shader can be used to depict movement of a character 
inside the room, adding visual complexity while still not affecting 
render time. 
 
The Shader allows a user-defined number of slices inside the 
virtual room. This gives the artist the flexibility to provide as 
much or as little detail as needed. The artist is able to vary the 
depth of the room as well as the position of these slices. 
 
4.3 Emission 
 
The Shader calculates the amount of light emitted from the virtual 
room at the ray hit point. To achieve this, emission values are 
encoded in the wall and slice textures. For example, the artist can 
emulate a lamp in the room by painting its emission on the texture 
and vary the lighting by modifying the Shader attributes such as 
color intensity. The room-lighting also interacts with the 
environment in a physically correct manner. This helps create a 
realistic scene and is particularly useful during nighttime shots, 
when the rooms in the buildings are more visible. 
 

Unlike a fully-modeled and lit room, which requires subsequent 
rays to calculate shading, the Shader directly returns emission and 
does not need to trace further rays. This significantly increases 
efficiency. Reflections of the room will also carry the correct 
High Dynamic Range (HDR) intensities. The emission illuminates 
the rest of the environment. Additionally, the artist can specify an 
exposure mask to change the light intensities at arbitrary areas in 
the scene. The artist can add variation by adjusting the exposure 
mask to simulate turning on one lamp and dimming another. 
 
In the end, the color values and emission values from each 
intersection point are added and applied at the hit point on the 
plane as shown in Fig 2. 
 
4.4 Room Variations 
 
Virtual rooms can be varied in many ways. Since the wall and 
slice textures are independent of each other, different 
combinations can be used to provide variation. Object looks, 
emission, slice depth and/or room length can be procedurally 
varied to give a wider range of choices of floor plans, design and 
interior illumination. As an added convenience, the slice depth is 
adjusted automatically when room length is changed. The 
exposure can be varied across the whole window or just a section 
by using an exposure mask. Also, the window size does not have 
to correspond to the outer boundary of the room. The window 
plane, or “view in”, can be smaller than the environment 
encompassed by the virtual room. 
 
5. Results 
 
Fig. 3 provides just a few of the many variations of the rooms 
created for the production. It includes both residential-apartment 
and office-building options. 
 
To evaluate the effectiveness of the Shader, we ran tests to 
compare renders using it, with renders using original geometry. 
The Interior Mapping algorithm was slower when rendering a few 
buildings due to the use of a complex shader. Only when used on 
more than 90 buildings, each with multiple rooms, did the 
performance improve over the renders using actual geometry [van 
Dongen 2008]. The Virtual Window Shader, on the other hand, 
outperformed actual geometry when comparing renders for even a 
single room. 
 
Fig. 1 shows the room used for evaluation of the Shader. The 
room consists of one object, a tree, along with the five room 
walls. We used a total of 49 slices in this test-render, 48 to 
visualize the tree and one extra to represent the window grille. 
Each of the 49 slices has three texture files: color, alpha and 
exposure. Each of the five room walls only needs two texture 
files, since they don’t require alpha. Thus, the total number of 
texture files used for this render is as below: 
 
     49 slice texture files * 3 
  +   5 virtual room wall texture files * 2  
   157 texture files total 
 
Table 1 shows the number of polygons in the scene using actual 
geometry as opposed to using the Shader. Graph 1 shows the 
comparisons of the memory used and the render times. The tests 
were run using Disney’s Hyperion, a new proprietary GI renderer 
[Eisenacher et al. 2013] with 16 threads, 2 ray bounces and 64 
samples per-pixel on a Dell Precision T7600 Unix Workstation 
with 128 GB RAM. These results only consider render 
performance; however, we have also seen an increase in 

Fig. 2 Virtual room. 



performance in scene processing, due to the reduced amount of 
geometry in the scene.

Table 1 Number of Polygons 

Graph 1 Render Comparison of Virtual Window Shader vs. 
Actual Geometry 

 
6. Extensions - Inverse Virtual Window Shader 

Until now, we have considered virtual rooms inside buildings. 
However, as the Shader creates simplified representations of 
complex parts of the scene, we could use the Shader to simulate 
the view outside the window for an indoor render. This can be 
accomplished by creating the virtual room outside the window to 
emulate the entire external environment. Thus, we basically 
replace all the geometry outside the room with the Shader. This 
can save substantial time and memory in the render and is 
especially effective for obscured, off-camera or out-of-focus 
windows, where very-detailed renders of the environment are not 
required. 

 
7. Limitations and Future Work 

While the Shader is easy to apply to the planes, it takes effort to 
create the slice textures. To create the slices, the artist could paint 
them or model the interior in a separate scene and render them. 
Some modeling effort is also required to place a plane at every 
window location on the building in order to apply the Shader. We 
have plans to automate the process of creating slices for given,
modeled geometry as well as procedurally placing window planes 
on buildings. 

Though we can render many windows using the same textures and 
still have variations, the technique does rely on using a significant 
amount of textures. This may be a limitation in systems 
constrained by texture memory. In order to reduce the number of 
texture files, we could combine them to one texture file with 
different face IDs using a variation of Burley and Lacewell’s 
technique [2008].  
 
As the Shader is inherently a simplification, it could be used as a 
Level of Detail (LOD) option for far-away geometry. We would 
like to use stochastic blending to transition from the actual 
geometry to using the Shader for LOD. This would be particularly 
useful for real-time applications. 
 

# of 
Windows 

Actual geometry 
(# of  polygons) 

Virtual Window Shader 
using 49 slices 

(# of  polygons) 
1 3124 1 

1000 3124000 1000 

2000 6251124 2000 

3000 9375000 3000 

Fig. 3 Sample Room Variations created using the Virtual Window 
Shader 



8. Conclusions 
 
Since handling a large amount of geometry produces a challenge, 
removing the need to model and render additional geometry for 
each room in each building allows for increased visual complexity 
at lower cost. The artists can use different configurations of 
emissive textures to create variations. These configurations can 
also be re-used or varied for multiple buildings to create entire 
cityscapes, even for large cities full of buildings. This adds 
character to the buildings and realism of the scene, especially 
during nighttime shots when room interiors become prominent.  
 
We successfully used the Virtual Window Shader in production 
for the film “Big Hero 6”. It allowed us to create a more complex 
city than we ever would have been able to represent using actual 
geometry. Thus, our city scenes are more intricate and realistic 
than ever, enhancing the look of the movie. 
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Fig. 4 Sample Building renders using the Virtual Window Shader. 


